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Abstract The Constraint Satisfaction Problem (CSP) formalism is used to represent
many combinatorial decision problems instances simply and efficiently. However,
many such problems cannot be solved on a single, centralized computer for various
reasons (e.g., their excessive size or privacy). The Distributed CSP (DisCSP) extends
the CSP model to allow such combinatorial decision problems to be modelled and
handled. In this paper, we propose a complete DisCSP-solving algorithm, called Dis-
tributed Backtracking with Sessions (DBS), which can solve DisCSP so that each
agent encapsulates a whole “complex” problem with many variables and constraints.
We prove that the algorithm is sound and complete, and generates promising experi-
mental results.
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1 Introduction

The Multi-Agent Systems community is usually interested in coordination issues, and
especially with respect to interactions between distinct entities. Many definitions have
been proposed in the literature, from the concept of meta-actions that define the inter-
actions [41] to the complex notions of anticipation [36], including self-organization
and emergence [12, 15, 57], and junction tree models [61, 62]. In this paper, we con-
sider that coordination can also be defined as a search process in the “distributed
problem-solving” context [26, 53, 66]. Here, the coordination can be seen as the de-
composition of a problem into sub-problems, the resolution of these sub-problems
and the mechanisms underlying the inter-agent exchange of partial solutions between
agents until a global solution is found.
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The Distributed Constraint Satisfaction Problem (DisCSP) [1, 34, 38, 66, 69]
is a formalism for studying these mechanisms. Intra- and inter-agent reasoning is
based on a set of relations between variables. The problem to be solved requires
interactions between the agents in order to find a global solution among the local
solutions. DisCSP are designed to handle problems that rely on physically distributed
data and cannot be solved in a centralized way.

Most research on DisCSP considers that each agent represents exactly one vari-
able of the problem. However, many problems are more naturally modeled with each
agent representing a whole sub-problem comprised of many variables and constraints.
Agents generally match the modeler’s view of abstract or physical entities. For ex-
ample:

– Timetabling/meeting problems [30, 47, 63] – Each participant wants to schedule
several events at once. Each event is a variable, but constraints and other data for
each participant must remain private and are thus encapsulated in an agent that
represents a participant.

– Road traffic [17, 18] – Road traffic simulation can also be modeled using a DisCSP
with several variables per agent. Each vehicle at an intersection perceives other
vehicles as variables constrained by priority relationships. In this particular prob-
lem, there is no direct communication between agents and no interface variables.
Each variable is specific to each agent and its representation of the environment.
Constraints and variables are subsequently private. Solving the problem deter-
mines the next action to be performed; this alters the agent’s representation of the
world.

– Multi-robot exploration [51, 52, 56, 60] – A third application considers a fleet of
autonomous robots exploring an unknown environment. These robots are agents
that build a representation in which other agents are considered as variables. The
constraint modeled are defined by communication ranges, obstacles and collision
avoidance.

– Distributed configuration [22, 35] – The configuration of the product involves as-
sembling different elements according to different constraints (e.g., physical con-
straints between elements, user preferences) and delivering individualized prod-
ucts to the end user. In this context, the knowledge of these different elements is
naturally distributed and the agents may be the different participants.

Such models can be easily transformed by splitting the sub-problems until only
one variable per agent remains. However, this raises major issues. First, the user’s
model is implicitly altered, which can be confusing if the user is not an expert. Sec-
ond, such an alteration of the model modifies not only the agents, but also their re-
lationships since additional constraints between agents must be added to the model.
Third, managing a dynamic environment (i.e., an environment in which the agents,
variables and constraints vary during the search) is even tougher if the sub-problems
are altered. Fourth, agents allow the decision problems to be modeled with privacy or
size restrictions. Splitting the problem implicitly adds restrictions where they are not
needed, thus negatively altering the performance of algorithm solving.

Several algorithms dedicated to asynchronously solving DisCSP can be found
in the literature; the most representative are Multi-ABT [32, 33], Multi-AWC [68]
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and AFC [21, 44]. In this paper, we propose a complete DisCSP-solving algorithm,
named Distributed Backtracking with Sessions (DBS), which has multiple variables
per agent. Instead of using nogoods to establish a context for the backtrack messages,
DBS uses sessions. The nogood concept has been defined as an inconsistent combina-
tion of values. The principle is to record a nogood whenever a conflict occurs during
a backtracking search. Nogoods are considered extremely costly to compute [31, 42].
We show that nogoods can be replaced with sessions without altering the complete-
ness of the algorithm. This results in much more efficient message processing, but
at a price: sessions are less informative than nogoods, and DBS tends to send more
messages than ABT. The compromise we seek is to have the cost of processing these
additional messages be less than that of computing the nogoods. Moreover, with these
sessions, many useless messages can be filtered without affecting the completeness
of the algorithm.

The paper is organized as follows. Section 2 presents the general DisCSP prob-
lem and its various solving algorithms, which will be used as a basis of comparison
for DBS. Section 3 proposes our DBS algorithm. Section 4 presents the properties
of the algorithm (e.g., soundness, completeness, space and time complexities). Sec-
tion 5 describes the various filtering techniques used to avoid the processing of use-
less messages. Finally, Section 6 reports our experimental results by comparing DBS
with Multi-ABT, Multi-AWC and AFC, and Section 7 presents our conclusions and
our prospects for future research.

2 Distributed Constraint Satisfaction Problem

We briefly present useful definitions for the DisCSP (2.1) and DisCSP-solving algo-
rithms (2.2).

2.1 Definitions

Definition 1 (DisCSP) A Distributed CSP is a triple (X ,A ,C ).

– X = {X1, X2, . . . , XN} is a finite set of N variables. A domain dom(Xi) is
associated with each variable Xi ∈ X and denotes the finite set of values the
variable can represent.

– A = {A1, A2, . . . , Am} is a finite set of m agents. Each agent A encapsulates
variables denoted var(A) (with var(A) ⊆ X ), so that each variable of X is
encapsulated in exactly one agent.

– C = {C1, C2, . . . , Ce} is a finite set of e constraints. Each constraint Ci involves
some variables var(Ci) ⊆ X . C is divided into inter-agent and intra-agent con-
straints, denoted Cinter and Cintra respectively. An intra-agent constraint incor-
porates variables from a single agent.

In addition toN (the total number of variables), e (the total number of constraints)
and m (the number of agents), we use the following additional metrics: d is the size
of the largest variable domain and n is the maximal number of variables that can
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Fig. 1 A DisCSP example with three agents A0, A1, A2. Fine (resp. thick) edges represent intra-agent
constraints Cintra (resp. inter-agent constraints Cinter )

be encapsulated in a single agent. Formally, ∀X ∈ X , |dom(X)| ≤ d, and ∀A ∈
A , |var(A)| ≤ n. Note that N ≤ mn.

In the remainder of the paper, like for other existing works, we also considered
binary DisCSPs. Efficiently converting non-binary constraints into binary ones is still
considered an unresolved problem [13, 14]. In most cases, a polynomial decomposi-
tion is possible, even though the pruning capabilities of the decomposed model are
inferior to those of the original [8].

Definition 2 (Interface Variable) A variable X , where ∃C ∈ Cinter | X ∈ var(C)
is called an interface variable.

Figure 1 represents a DisCSP with three agents A = {A0, A1, A2}, shown as
a graph-like macro-structure: vertices denote variables and edges denote constraints.
The DisCSP contains seven variables. Each variable is owned by one of the three
agents (all variables, except X4, are interface variables): var(A0) = {X0, X1, X2},
var(A1) = {X3, X4, X5} and var(A2) = {X6}.

Agents are given a priority order, denoted �. Without losing generality, we will
assume a lexicographic order throughout this paper: (Ai � Aj) ⇐⇒ (i < j). This
priority order is used to break cycles in the search for a global solution (i.e., a change
for agentA1, which would imply a change for agentA2, which would imply a change
for A1). “Better” priority orders can be determined using heuristics [2, 28].

Definition 3 (Acquaintances1 Γ±(A)) Agents that share a common constraint with
a given agent A are called the acquaintances of A. They are divided into the sets
Γ−(A) (higher acquaintances) and Γ+(A) (lower acquaintances), which denote dif-
ferent agents with higher and lower priority than A, respectively.

For the problem shown in Figure 1, with A0 � A1 � A2, there are Γ−(A1) =
{A0} and Γ+(A1) = ∅. There is no agent with priority lower than A1 that shares a
common constraint.

1 The acquaintances are also called neighbors in constraint graphs.
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2.2 Multiple variables DisCSP-solving algorithms

Several algorithms (for single-variable problems) have been proposed to solve DisCSP
instances, such as Asynchronous Backtracking (ABT) [66], Distributed Backtracking
(DIBT) [27, 28], Distributed Dynamic Backtracking (DDB) [6], Distributed Break-
out (DB) [66, 67], Asynchronous Weak-Commitment (AWC) [65] and Asynchronous
Forward-Checking (AFC) [21, 44]. Optimization algorithms, such as Distributed Dy-
namic Branch and Bound [5] and DyBop [20] also deserve to be mentioned. These
algorithms can only solve DisCSP in which each agent encapsulates exactly one vari-
able.

ABT is the reference algorithm for most work on DisCSP solving [6, 44, 54].
Thus, ABT, as well as AWC and AFC, are explained below. Of these algorithms, some
were generalized for multi-variable problems: Multi-ABT, Multi-AWC (AFC is multi-
variable). We are focusing on these multi-variable versions of the algorithms. We
compare the results from these algorithms with the results of our DBS algorithm in
multiple-/single- variable problem contexts.

2.2.1 ABT/ Multi-ABT

The Asynchronous Backtracking (ABT) algorithm asynchronously solves instances of
DisCSP. As presented by Yokoo in 2001 [66], each agent encapsulates exactly one
variable. There is an agent-variable bijection, thus making the words “agent” and
“variable” interchangeable. Each agent simultaneously assigns a value to its variable,
then sends a message to its lower acquaintances to inform them of the instantiation.
If an agent cannot find any suitable value, it sends a backtrack request to one of the
higher priority neighbors (the agent with the lowest priority in the nogood).

Let us consider agent A (and its associated variable XA). A set agentView(A)
is associated with the agent, and contains the different assignments given by A’s
higher acquaintances. If no value is compatible with agentView(A), agentA builds a
backtrack request, which contains a minimal nogood. It takes the form {(Ai, vi), . . . ,
(Ak, vk)} and consists of the smallest subset of values from agentView(A) for which
agent A cannot instantiate its variable. This minimal nogood is sent to the lowest
priority agent that appears in the nogood. ABT has been improved by considering
only one nogood per removed value, and can be implemented with polynomial space
complexity [7].

Each agent can work asynchronously. Thus, when a message is sent, it may al-
ready be obsolete, e.g., when the recipient of the message has modified its current
value before the message was received. The nogood is used to detect this. When
agent A receives a nogood, it considers it only if its current value v as well as all
values from the agentView(A) are identical to the values that appear in the nogood
(i.e., nogood ⊆ {(A, v)} ∪ agentView(A)). In some cases, agent A may receive a
nogood containing some previously unknown variable, for example, from an agent
A′. A link is then added between A and A′ to enable them to communicate with each
other.

ABT was extended to Multi-ABT in order to handle problems in which each agent
encapsulates multiple variables and constraints [32, 33]. In Multi-ABT, the variables
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of agent A are replaced by a single variable whose values are tuples corresponding
to the solutions of A’s local problem. In the example shown in Figure 1, if the local
CSP of agent A has two solutions – (X0 = 1, X1 = 1, X2 = 0) and (X0 = 0, X1 =
1, X2 = 1) – then the domain of new variable XA will be comprised of these two
instantiations.

2.2.2 AWC/ Multi-AWC

The Asynchronous Weak-Commitment (AWC) [65] is an ABT variant. A problem for
ABT is that the convergence towards a solution becomes slow when the decisions of
higher priority agents are poor: the decisions cannot be revised without an exhaustive
search.

The solution proposed by Yokoo [65] consists of introducing dynamic changes
in priority order: if an agent encounters a dead-end situation, its priority is increased
(max+1, wheremax is the priority of the current highest-priority agent). In addition,
the min-conflict heuristic [46] is used to select the next value to instantiate. The worst-
case space complexity is exponential; however, in practice, this can be limited by
forgetting older nogoods. With ABT, all lower priority agents must finish their search
before modifying the variable that caused the inconsistency. Note that AWC [68] is a
sound and complete algorithm for solving DisCSPs.

AWC was extended to Multi-AWC in order to handle DisCSP with multiple vari-
ables per agent [68]. Each agent creates virtual agents, and each virtual agent manages
one local variable, thus considerably increasing the number of agents. Multi-AWC
keeps the original inter-agent organization: all initial intra-agent constraints must be
satisfied before sending messages “outside” the initial agents.

2.2.3 AFC

The Asynchronous Forward-Checking (AFC) algorithm [44] is a multi-variable per
agent DisCSP-solving algorithm. This algorithm coordinates agents synchronously,
while asynchronously propagating assignations using Forward Checking [29]. To de-
scribe AFC’s behavior, we distinguish its synchronous parts from its asynchronous
parts:

Synchronous: in AFC, assignments are performed by one agent at a time. An agent
assigns its local variables when it receives a Current Partial Assignment (CPA)
message. Agents try to extend this partial assignment to obtain a valid global
solution. When an agent assigns its local variables, it adds them to the CPA.

Asynchronous: when an agent sends a CPA, it sends a copy, called FC_CPA, to all
unassigned agents. Agents that receive the FC_CPA message update the domains
of their variables so that all their values are compatible with currently assigned
variables. If a domain is emptied, then an inconsistency is detected, and a back-
track request is built. The backtrack request (a Not_OK message) contains a min-
imal nogood, which may be costly to compute. Since the CPA is unique, only
one backtrack request is considered, even though several Not_OK messages have
been received.
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AFC detects a global solution when a CPA containing all variables of the DisCSP
is created. Thus, AFC does not require a termination detection procedure. When a
DisCSP is unsatisfiable, an agent will detect it in finite time and will order all agents
to stop the search.

We implemented and tested the original version of AFC in the experimental sec-
tion of this paper, although the algorithm has been improved by using dynamic back-
tracking techniques [7].

To the best of our knowledge, no studies have tried to reduce the CPU time required
to build backtrack requests and process messages. Our algorithm, called Distributed
Backtracking with Sessions (DBS), was designed to reduce the CPU time. Instead
of using the nogoods required by most algorithms [66], DBS uses sessions. We also
define a set of filtering rules that exploit sessions to significantly reduce the number
of processed messages without modifying the completeness of the algorithm.

3 Distributed Backtracking with Sessions (DBS) algorithm

Our algorithm, called Distributed Backtracking with Sessions (DBS), is a complete
DisCSP-solving algorithm in which each agent encapsulates a “complex” problem [68]
with several variables and constraints. The main feature of DBS is the use of work ses-
sions, which define the context of messages. DBS was first introduced by Doniec et al
[16] with a single variable per agent.

In this section, we present some notations (3.1) and DBS message types (3.2),
and then describe the agent data structures (3.3). Next, we explain the features of our
algorithm (3.4), present the pseudo-code (3.5) and finish with an example (3.6).

3.1 Hypotheses and notations

Each agent executing DBS encapsulates a local CSP, which is a subproblem of the
whole DisCSP. The agents’ local CSPs are connected using inter-agent constraints.
DBS requires that the agents have a static priority order, denoted �. When agent A
finds a solution to its local CSP, it communicates this solution to its lower acquain-
tances Γ+(A), and then waits for incoming messages. However, agent A anticipates
that its current local solution cannot be extended to a global solution, and thus contin-
ues to search for other local solutions during this time. These solutions must be dis-
tinct in terms of the agent’s interface variables. Like most DisCSP algorithms (e.g.,
sequence numbers are used in ABT), messages are received in the order in which they
were sent for DBS. Moreover, DBS also considers that the amount of time that passes
between sending and receiving a message is fast and cheap.

Backtrack requests are transmitted from agentV iew to the highest priority agent,
denoted A. A will forward the request to the faulty agent (i.e., the agent that per-
formed the wrong instantiation). This differs from ABT, which directly sends the
request to the right agent using the minimal nogood. More messages are required in
our approach, but we guarantee that no information is lost.
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DBS is a fully asynchronous algorithm. The agents explore the search tree until
a global solution is found. During the search, agents may receive backtrack requests
pertaining to obsolete local solutions. Work sessions are used to filter out such mes-
sages [16].

Definition 4 (Work session) A work session between agentA and its lower acquain-
tances Γ+(A) is defined by a natural number that indicates the state of the global
search from agent A’s perspective.

Each agent’s work session is initialized to 0. When an agent receives backtrack
request M , it can be filtered out if the session number attached to message M does
not correspond to the agent’s work session, indicating that the message is obsolete.
When agent A receives an 〈OK?〉 message with the current solution and session
number from a higher priority agent, agent A closes its session and increases its
session number.

The AFC [43, 44] and DDBJ [55] algorithms also make use of a concept similar
to work sessions: time-stamps or step-counters. The concept of histories [58], which
was used in the AAS algorithm, is also a similar approach. For example, in AFC, the
time-stamp of agent A is always equal to the highest time-stamp received by agent A
and is updated synchronously when CPA messages are sent.

3.2 DBS message types

In DBS, agents exchange 〈STOP〉 , 〈OK?〉 and 〈BT〉 messages.
If one solution is found, DBS will reach a stable state. A global solution com-

bining all agents’ local solutions can then be built. In contrast, if the DisCSP cannot
be satisfied, one agent will detect it and will send a 〈STOP〉 message to stop the
algorithm.

The 〈OK?〉 message (with arguments (A, sol, s)) is used by agent A to send its
current local solution sol ∈ sol(A) to its lower acquaintances Γ+(A). The agent’s
current session is attached to the message. A set called agentView(A) is associated
with each agent, and this set contains (agent, solution, session) triples, thus contain-
ing an agent’s higher acquaintances’ current solutions (see 3.3).

The 〈BT〉 message (with arguments (A, sol, s) and btSet) is used by agent A′

to request a backtrack to A ∈ Γ−(A′). This backtrack request concerns agent A’s
current solution sol during session s. The backtrack request can be safely ignored if
the session number attached to the message is not equal to agent A’s current session
number or agent A is already working on some other solution because some other
agent has already requested a backtrack. btSet is a set of triples (agent, solution,
session) containing triples from an agent with higher-priority than agent A’s priority.
If agent A cannot find a consistent local solution according to its agentV iew, triples
from btSet will eventually allow agent A to continue the backtrack to an agent in
btSet.
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A: Agent

sol(A)
session
proposed
agentView(A)
receivedBtVal(A)
totalBtSet(A)
inconsAV (A, sol)

A′: Agent

. . .

〈OK?, (A, {. . . }, s)〉

〈BT, (A, {. . . }, s), {. . . }〉

Fig. 2 Summary of DBS messages and data structures (A � A′).

3.3 DBS data structures

The context of agent A is defined by (Figure 2):

– Set sol(A) contains the set of solutions of agentA’s local CSP. Each solution from
sol(A) is like {(X1 = v1) , . . . , (Xn = vn)} where {X1, . . . , Xn} = var (A)
and satisfies the local CSP. In practice, the content of the set is computed “on the
fly” (i.e., local solutions are added while the other agents concurrently work on
finding a global solution); obsolete local solutions are filtered out when backtrack
requests are received

– Agent A’s current session
– A set called proposed , which contains solutions already transmitted to Γ+(A)

during the current session
– Set agentView(A), which contains triples (Ai, soli, si) that are used to keep

track of its higher acquaintances’ current local solutions. When A receives an
〈OK?, (A′, sol, s)〉message, agentView(A) is updated with the (A′, sol, s) triple
contained in the message

– Set receivedBtVal(A) is used to avoid repeatedly processing the same assign-
ment. Due to asynchronous messages, each agent can receive many BT messages
for a given same assignment (Xi = v) of the current session

– Set totalBtSet(A) contains triples (Ai, soli, si). When agent A requests a back-
track, this set is used to forward the backtrack request to other agents

– Set inconsAV (A, sol) is mapped to each solution sol (with sol ∈ sol(A)) and
is always included in agentView(A) (without consideration for the session num-
ber). This set is used to “explain” the inconsistency of sol . If inconsAV (A, sol) =
∅, then sol is consistent with the agent view and should be proposed as a local so-
lution and added to the proposed set, as described in the following section.

3.4 Handling “complex” local problems

The well-known ABT and AWC algorithms were initially designed to handle problems
in which each agent encapsulates only one variable. Later, they expanded to handle
“real” local problems. They were extended using two distinct existing methods:

1. Each agent first solves its problem and finds all solutions. The problem is then
reformulated so that each agent contains only one variable, whose the domain
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Fig. 3 DisCSP example

is composed of the set of all local solutions [32, 33]. For example, if agent A
encapsulates three variables X , Y and Z, and the intra-agent constraints lead to
one single solution, it can be reformulated as a single variable XA = {(X =
1), (Y = 1), (Z = 0)}.

2. “Virtual agents” are created so that each agent encapsulates a single variable [68].
With this method, agents do not need to find all local solutions before starting the
global search. However, this considerably increases the number of agents, and
subsequently the number of messages exchanged.

We chose to use and improve the first method. Each agent solves its CSP and
stores solutions. However, it is not necessary to find all local solutions. First, only
solutions that are different from the interface variables can be considered (see Prop-
erty 1 below). Second, the global search is performed at the same time as the local
search. Therefore, a global solution can be found before all agents finish solving
their local problems. Those solutions that are compatible with the agent’s current
agentView can be considered the search priority. All solutions compatible with the
agent’s current agentView must be tested before a backtrack request is sent.

Property 1 Given two agents, A and A′, a message from agent A, notifying agent A′

of a change in instantiation (. . . , X = a, . . . ) to (. . . , X = b, . . . ), is worth sending
if and only if ∃X ′ ∈ var(A′) s.t. there is an inter-agent constraint involving both X
and X ′.

Proof A′ must find solutions that are consistent with agent A, and thus must check
the inter-agent constraints between A and A′ (i.e., formally: {C ∈ Cinter | var(C) ⊆
var(A) ∪ var(A′)}). Knowing the domains/values of var(C) is sufficient; the other
variables are not relevant. ut

When an agent changes its current local solution, it sends 〈OK?〉 messages to its
acquaintances. According to Property 1, only the projection of the solution onto the
appropriate interface variables is relevant. With the example shown in Figure 3, agent
A0 would inform agents A1 and A2 of its current solution using the following two
messages:

– 〈OK?, (A0, {(X0 = 0), (X1 = 0)}, session = 0)〉 to agent A1
– 〈OK?, (A0, {(X2 = 0)}, session = 0)〉 to agent A2.

If agent A receives a backtrack request pertaining to a subset of its current so-
lution (e.g., {(X = 0)}), agent A should avoid suggesting any solution containing
{(X = 0)} during its current session. For this purpose, all solutions from sol(A)
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containing {(X = 0)} are added to the proposed set (this method comes from the
OGDiBT algorithm [3]).

When the agentView(A) is modified, agentAmust find a solution consistent with
all triples in the set. The simplest method is to scan sol(A) for a consistent solution.
This method requires a very large number of constraint checks. Moreover, when agent
A receives a new 〈OK?〉message and closes its session, all computations are lost. The
inconsAV map was designed to solve this problem. inconsAV (A, sol) contains the
subset of agentView(A) for which sol is inconsistent. Iff inconsAV (A, sol) = ∅,
then sol is consistent with agentView(A). The Partially Interchangeable Neighbor-
hoods (PINs) defined below are used in the checkAgentView procedure and the
submitAssign function described in the following section to determine if a solu-
tion is consistent with some agentView elements.

For example, for agentA, sol /∈ proposed and inconsAV (A, sol) = {(A0, {X =
0}), (A1, {Y = 0})} mean that sol has not yet been proposed in the current session,
and that sol is inconsistent with agentView(A). agentView(A) is updated upon re-
ception of 〈OK?〉messages: proposed set is then emptied, and all inconsAV (A, soli)
sets are updated. This feature prevents many constraint checks, but requires some
computations to update inconsAV sets. This PIN feature is borrowed from the re-
search of Ezzahir et al. [19] and has been introduced into our algorithm [50]: the
objective of this feature is to surmount this computation time. PINs are based on the
projection (denoted ↓) of local solutions onto a constraint. Projection and PIN are
defined as follows:

Definition 5 (Projection ↓) The projection of a local solution sol , constituted of a
set of (Xi = vi) pairs on C, is defined as S ↓ C = {(X = v) ∈ sol | X ∈ var(C)}.

Definition 6 (Partially Interchangeable Neighbourhood) Two local solutions of
an agent, sol1 and sol2, are said to be a Partially Interchangeable Neighborhood
(PIN) in terms of inter-agent constraint C iff sol1 ↓ C = sol2 ↓ C. All solutions soli

that share the same projection in terms of C are said to be in the same PIN set.

Property 2 Iff sol satisfies C, then all solutions from the same PIN set as sol in terms
of C will satisfy C.

Proof Any constraint C can be defined as a set of allowed instantiations, called
rel(C). The constraint is satisfied by a given instantiation I iff I ∈ rel(C). By defini-
tion of a CSP, a solution sol satisfies C iff sol ↓ C ∈ rel(C). Thus, iff sol0 satisfies
C and soli ↓ C = sol0 ↓ C, soli satisfies C. ut

Given agent A, for each inter-agent constraint C involving a variable of var(A),
we define PINSets(A,C) = {PIN0, . . . ,PINk} as the partition of sol(A) such that
PIN0, . . . ,PINk are distinct PIN sets. When an agent looks for a new satisfiable
local solution in terms of C, it first checks the first solution of each PIN set from
PINSets(A,C). If the first solution violates C, then it can skip directly to the next
PIN set.

Figure 4 gives an example. Agent A2 encapsulates three variables: X3, X4 and
X5. Inter-agent constraints C0 to C2 connect A2 to agents A0 and A1. For each
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A0 A1

A2

X0 = ? X1 = 0 X2 = 0

X4X3 X5

Local solutions sol(A2):

S0 (X3 = 0, X4 = 0, X5 = 0)
S1 (X3 = 0, X4 = 0, X5 = 1)
S2 (X3 = 0, X4 = 1, X5 = 0)
S3 (X3 = 0, X4 = 1, X5 = 1)
S4 (X3 = 1, X4 = 0, X5 = 0)

PIN(A2, C0) = {{S0, S1, S2, S3}, {S4}}

PIN(A2, C1) = {{S0, S1, S4}, {S2, S3}}

PIN(A2, C2) = {{S0, S2, S4}, {S1, S3}}

C0 C1 C2

Fig. 4 Example using of PIN sets

inter-agent constraint, a PIN set is created. PIN(A2, C1) = {{S0, S1, S4}, {S2, S3}}
means that iff S0 does not satisfy C1, then neither S1 nor S4 will satisfy it, so the
algorithm may skip to S2 in the next PIN set. Then, if S2 does not satisfy C0, we
know from PIN(A2, C0) that S3 will not satisfy C0. The agentView(A2) is thus
inconsistent, and a backtrack request must be built.

PINs help reduce the number of constraint checks needed to update the inconsAV
maps. Our experimental results (see Section 6) show that our algorithm benefits from
this reduction. In practice, since using PIN sets requires computing and memorizing
all local CSP solutions, they may not be practical if the local problems have too
many solutions. In this case, solutions can be recalculated instead of being stored
using a local solver 2 (e.g., CSP4J [64]) or using an algorithm to detect conflicts
(e.g., QuickXplain [37]). PIN sets can then be emulated using local nogoods. In the
preceding example, if the first computed solution S0 does not satisfy C1, then the
local nogood X4 6= 0 is temporarily added to the local problem. Thus, the local
solver will automatically filter out the other solutions from the same PIN set.

3.5 Algorithm

When DBS starts, all agents start solving their local problems The submitAssign
function is the entry point for each agent. As soon as an agent finds a local solution, it
notifies its lower acquaintances (according to Property 1) via an 〈OK?〉 message. As
shown in Figure 5, our algorithm is composed of two listeners, three procedures and
one function that communicate with each other ( are listeners and are proce-
dures or functions that can send messages). In the following algorithms, self is used
to identify the current agent executing the code.

2 Local solver means here a mechanism (like constraint propagator) to find a solution for the local CSP.
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receive 〈OK?, . . . 〉 closeSession backtrack

receive 〈BT, . . . 〉 checkAgentView submitAssign

Fig. 5 Listener/procedure/function calls in DBS

Listener 1 (receives 〈OK?〉message) is used to update the agentView set (Line 1),
to close the agent’s session (Line 2) and to start the search for a solution consistent
with the agentView (Line 3).

Listener 1: when receives 〈OK?, (A, sol, s)〉
1 update agentView with (A, sol, s);
2 closeSession();
3 checkAgentView(A, OK?);

Listener 2 (receives 〈BT〉message) is used to handle backtrack requests. First, the
algorithm checks whether or not the request is in the current session and whether or
not it is not obsolete (Line 1). receivedBtVal , totalBtSet, proposed and currentSol
are updated (Lines 2 to 5). Note that totalBtSet is expanded with elements from btSet
that pertain to variables that are not yet assigned in totalBtSet (this set is updated by
the ] operator). Finally, the agent starts searching for another consistent solution by
calling checkAgentView (Line 6).

Listener 2: when receives 〈BT, (A, (X = v), s), btSet〉
1 if A = self ∧ s = currentSession ∧ (X = v) /∈ receivedBtVal then
2 receivedBtVal ← receivedBtVal ∪ {(X = v)} ;
3 totalBtSet ← totalBtSet ] btSet ;
4 proposed ← proposed ∪ {sol ∈ sol(self ) | (X = v) ∈ sol} ;
5 if (X = v) ∈ currentSol then currentSol ← null;
6 checkAgentView(null, BT) ;

The ] operator is used to add new assignment information to totalBtSet without
altering previous data. In other words, only new assignments are added to the data
structure, but already instantiated variables are ignored. Formally, the ] operator is
defined as following:

Definition 7 (]) Let T1 and T2 be two sets of triples (A, (X = v), s), where A is an
agent, X is a variable, v is a value from dom(X), and s is a session number. With
“_” denoting any value or session, we define:

T1 ] T2 = T1 ∪ {(A, (X = v), s) ∈ T2 | @(A, (X = _), _) ∈ T1}
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Procedure closeSession
1 currentSol ← null ;
2 currentSession ← currentSession + 1 ;
3 receivedBtVal ← ∅;
4 proposed ← ∅ ;
5 foreach sol ∈ sol(self ) do update inconsAV (self , sol)

The closeSession procedure mainly involves reinitializing the data structures
in order to search for solutions consistent with the new agentView. The current so-
lution is reset (Line 1) and the session number is incremented (Line 2). Next, the
receivedBtVal set is emptied (Line 3). This data structure is used to save information
pertaining to local solutions that were inconsistent according to the agent’s lower ac-
quaintances. All previously proposed solutions are now obsolete, so the proposed set
is also emptied (Line 4). Finally, the inconsAV map is updated according to the new
agentView (Line 5).

Function submitAssign: boolean
1 select sol ∈ (sol(self )− proposed) | consistent(sol, agentView) ;
2 if sol is null then return false ;
3 currentSol ← sol ;
4 proposed ← proposed ∪ {sol} ;
5 foreach A ∈ Γ+(self ) do
6 subset ← {X | ∃(C,X, Y ) ∈ Cinter × var(self)× var(A) | {X,Y } ⊆ var(C)};
7 send 〈OK?, (self , currentSol ↓ subset, currentSession)〉 to A ;

8 return true;

The submitAssign function is used to select a solution consistent with the
agentView (Line 1). The solution is then transmitted to the agent’s lower acquain-
tances according to Property 1 (Lines 5 to 7).

Procedure checkAgentView(Ak: Agent, typeOfMessage: MsgType)
1 if typeOfMessage = OK? ∧ (∀sol ∈ sol(self ), sol ∈

proposed ∨ ¬consistent(sol,{(A, _, _) ∈ agentV iew | A � Ak})) then
2 backtrack(Ak , typeOfMessage) ;
3 else if ¬submitAssign() then
4 backtrack(null, typeOfMessage);

The checkAgentView procedure is used to verify whether or not a given solu-
tion is consistent with the agentView (Line 1). If solutions exist, the submitAssign
function is called (Line 3). If no solution exists, or if submitAssign does not find
any further solution, a backtrack is requested (Lines 2 & 4).

The backtrack request is called in checkAgentView and is used to send
backtrack messages if necessary.
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Procedure backtrack(Ak: Agent, typeOfMessage: MsgType)
1 if Ak 6= null then
2 select

T = (Ak, (X = v), s) ∈ agentView | ∀(A′, (X′ = _), _) ∈ agentView, Ak � A′ ;
3 if T 6= null then
4 btSet ← {(A′ � Ak, (X′ = v′), s′) ∈ agentView ] totalBtSet} ;

5 else
6 if typeOfMessage = OK? then
7 select

T = (A, (X = v), s) ∈ agentV iew | ∀(A′, (X′ = _), _) ∈ agentView, A � A′;
8 if T 6= null then
9 btSet ← {(A′ � A, (X′ = v′), s′) ∈ agentView ] totalBtSet};

10 else
11 btSet ← agentView ] totalBtSet;
12 select T = (A, (X = v), s) ∈ btSet | ∀(A′, (X′ = _), _) ∈ btSet, A′ � A;
13 if T 6= null then
14 btSet ← btSet − {(A, (X = v), s)} ;

15 if T = null then
16 broadcast 〈STOP 〉 to acquaintances and terminate;

17 send 〈BT, T, btSet〉 to A;
18 totalBtSet ← totalBtSet − btSet− {T};
19 if T ∈ agentView then
20 agentView ← agentView − {T};
21 else if typeOfMessage = BT then
22 closeSession() ;
23 submitAssign() ;

When it is possible to find triple T = (A, (X = v), s) in agentView or agentView
] totalBtSet (Line 2, 7 or 12), the search for T depends on input agent Ak and input
message type typeOfMessage. If Ak 6= null, then triple T = (A, (X = v), s)
is found in agentView with A = Ak. The Ak 6= null case happens when the
typeOfMessage received by checkAgentView is OK? and all the local solu-
tions already proposed are inconsistent with agentView (Lines 2 to 4). If Ak = null
then there are two possible cases. In the first case, typeOfMessage = OK?, the
agent tries to find triple T = (A, (X = v), s) in agentView from higher acquain-
tances (Lines 6 to 9). In the second case, typeOfMessage = BT, the agent tries to
find a triple T = (A, (X = v), s) in agentView ] totalBtSet from lower acquain-
tances (Lines 10 to 14). In all the previous cases, the btSet of the current agent is
updated (Line 4, 9 or 14).

A backtracking message in accordance with selected triple T (Line 17) is then
sent to agentA. Set totalBtSet is then updated (Line 18). If T is already in agentView,
then it is removed from this set (Lines 19 and 20). Otherwise, if typeOfMessage =
BT, then the agent closes its session and sends a new assignment to its lower ac-
quaintances (Lines 21 to 23).

If the DisCSP is inconsistent, then it is not possible to find a triple T , the 〈STOP 〉
message is broadcasted and finally global DisCSP problem solving will terminate
(Lines 15 and 16).
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3.6 Example

Figure 6 shows a distributed graph coloring problem, with three agents A0, A1 and
A2. Each agent encapsulates three variables, each of which can take one of two col-
ors: or . The goal is to color each variable so that two adjacent variables do not
have the same color. Two variables are called adjacent if they are connected by the
same constraint. The priority of agents is A0 � A1 � A2. Messages sent by DBS are
shown on Figure 7.

A0

A1

A2

X0 X1X2

X3X4X5

X6 X8 X7

Fig. 6 A distributed graph coloring problem

A0 A1 A2

M1 〈OK?, (A0, (X1 = ), s = 0)〉

M2 〈OK?, (A0, (X1 = ), s = 0)〉

M3 〈OK?, (A1, (X3 = ), s = 0)〉

M4 〈OK?, (A1, (X3 = ), s = 1)〉

M5 〈BT, (A1, (X3 = ), s = 1), btSet = {(A0, {(X1 = )}, s = 0)}〉

M6 〈BT, (A0, (X1 = ), s = 0), btSet = ∅〉

M7 〈OK?, (A0, (X1 = ), s = 0)〉

M8 〈OK?, (A0, (X1 = ), s = 0)〉

M9 〈OK?, (A1, (X3 = ), s = 2)〉

M10 〈BT, (A1 = (X3, ), s = 2), btSet = {(A0, {(X1 = )}, s = 0)}〉

M11 〈BT, (A0, (X1 = ), s = 0), btSet = ∅〉

Fig. 7 Messages sent by the agents to solve the problem in Figure 6

Each agent solves its local CSP and finds a local solution: A0 finds the solution
(X0 = , X1 = , X2 = ), A1 finds (X3 = , X4 = , X5 = ), and A2 finds
(X6 = , X7 = , X8 = ).
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A0 notifies its acquaintances through messages M1 and M2. The agentView of
A1 and A2 are updated with (A0, (X1 = ), s = 0). The current session of A1 and
A2 are incremented to 1.

Simultaneously,A1 notifies its acquaintances through messageM3. The agentView
of A2 is updated with (A1, (X3 = ), s = 0). Now, the agentView of A2 equals
{(A0, (X1 = ), s = 0), (A1, (X3 = ), s = 0)} and its current session is incremented
to 2. The local solution of A2 is consistent with its agentView.

However, A1 detects an inconsistency (X1 = and X3 = ) between its local
solution and its agentView. A1 finds another local solution ((X3 = , X4 = ,
X5 = ). It sends the message M4.

M4 is received by A2. Consequently its agentView is updated with (A1, (X3 =
), s = 1) and (A1, (X3 = ), s = 0) is removed, i.e., the agentView of A2 equals
{(A0, (X1 = ), s = 0), (A1, (X3 = ), s = 1)}. Its current session is incremented
to 3.

A2 detects an inconsistency (X3 = and X7 = ) between its local solution
and its agentView and cannot find another local solution. It thus sends a backtrack
requestM5 to the agentA1. In the backtrack procedure (Lines 1 to 4), the selected
triple T is (A1, (X3 = ), s = 1) and btSet = {(A0, {(X1 = )}, s = 0)}. At the
end of backtrack procedure, (A1, (X3 = ), s = 1) is removed from agentView
(i.e., {(A0, (X1 = ), s = 0)} remains).

A1 receives M5 (Listener 2). A1 is still in session 1 and (X3 = ) has not yet
been received ((X3 = ) /∈ receivedBtVal . To avoid repeatedly processing the same
backtrack request from other agents, (X3, ) is stored in receivedBtVal . If there are
no more local solutions, the backtrack request will be forwarded to a higher ac-
quaintance. totalBtSet is updated (i.e., totalBtSet = {(A0, {(X1 = )}, s = 0)})
for this purpose. At this step, we know that all local solutions with (X3 = )
become inconsistent, so the proposed set is updated accordingly. The current solu-
tion is discarded. The checkAgentView procedure is called with Ak = null and
typeOfMessage = BT.

With these parameters, in checkAgentView the submitAssign procedure
is executed on line 3. Since the unique solution consistent with its agentView has
already been proposed in session 1, submitAssign immediately returns false.

Finally, the checkAgentView procedure ends with a call for the backtrack
procedure with Ak = null and typeOfMessage = BT. Lines 10 to 14 of the
backtrack procedure are executed to forward the backtrack request. In the current
state ofA1, we have agentView = totalBtSet = {(A0, {(X1 = )}, s = 0)}, which
is thus assigned to btSet. Line 12 selects the agent in btSet with the highest priority;
we have then T = (A0, {(X1 = )}, s = 0) and the tuple is removed from btSet,
which is now empty. M6 is now sent to A0, and T is removed from totalBtSet and
agentView for A1, which are now empty.

A0 receives this message. Like for message M5 above, A0 uses proposed to store
the information that all solutions with (X1 = ) should not be proposed again and
calls checkAgentView.
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However, there is another consistent local solution: (X0 = , X1 = , X2 = ).
submitAssign is thus executed normally: the current solution is switched to the
new local solution, the OK? messagesM7 andM8 are sent toA1 andA2 respectively,
and true is returned, which ends checkAgentView.

Since A2 receives M8, it updates its agentView from {(A0, (X1 = ), s = 0)} to
{(A0, (X1 = ), s = 0)}, increments its session number and calls checkAgentView
(with Ak = A0 and typeOfMessage = OK?). There is a consistent local solution
for A2 with (X6 = , X7 = , X8 = ).

Since A1 receives M7, it closes its session, which is incremented from 1 to 2, and
selects a consistent solution: (X3 = , X4 = , X5 = ). It notifies A2 of this new
solution with M9.

Since no solution is consistent with its agentView (i.e., {(A0, (X1 = ), 0), (A1,
(X3 = ), 2)}), A2 sends a backtrack request M10 to A1. This is the same situation
as when A1 receives M5. A1 propagates the backtrack request to A0 with message
M11. A0 receives this message. Since its two local solutions were already proposed,
A0 affirms that there is no solution for the DisCSP and sends a 〈STOP〉 message to
all agents to terminate the search.

4 Properties of the DBS Algorithm

In this section, we prove that DBS is sound (4.1), complete (4.2) and always termi-
nates in finite time (4.3). Next, we discuss space complexity (4.4) and worst-case
time complexity (4.5).

4.1 Soundness

Theorem 1 DBS is sound: whenever DBS halts and reports a solution, all variables
of all agents are assigned a value and all inter- and intra-agent constraints are satis-
fied.

Proof When DBS detects a solution, we assume that all agents are in a stable state,
which means that no more messages are sent. If an agent detects a violated constraint,
then it will send a backtrack message. This would refute our assumption. This proof
is similar to proofs of soundness for most ABT variants (e.g., [7]). ut

4.2 Completeness

Theorem 2 DBS is complete.

The following proof is based on completeness proofs DDB [6], ABT [66] and DBS
with single-variable problem [49] algorithms. We prove the completeness of DBS in
three steps:
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1. We prove that a simplified version of DBS, called DBSng, in which all agents
save all forbidden instantiations (which are equivalent to ABT’s nogoods) and
encapsulate only one variable, is equivalent to ABT, and thus is complete.

2. We show that saving all forbidden instantiations is not necessary, and we show
that DBS, restricted to one variable per agent, keeps all the properties of DBSng in
terms of completeness.

3. We prove that encapsulating multiple variables per agent does not affect com-
pleteness.

4.2.1 DBSng is complete

DBSng is a variant of DBS in which all forbidden instantiations are stored in a set
called FISet. We remind the reader that the full DBS algorithm temporarily saves
selected forbidden values in receivedBtVal . We prove that DBSng is equivalent to
ABT.

1. Saving forbidden instantiations: in ABT, when an agent receives a nogood, it adds
it to its nogoods list. In DBSng, when agent A receives a backtrack request (i.e., 〈BT,
(A, value, session), btSet〉), it checks its agentView(A) and deduces a full forbidden
instantiation in the following manner: if agentView(A) = {(X1, v1, s1), . . . , (Xk, vk,
sk)}, the forbidden instantiation {(X1, v1, s1), . . . , (Xk, vk, sk), (XA, value, session)}
is added to FISet, which is never emptied. DBSng saves the forbidden instantiations
in the same way as ABT handles nogoods.

2. Context of a backtrack message: unlike ABT, which attaches nogoods to backtrack
messages, DBSng uses sessions. ABT assumes that agent A receives the following
nogood: {(X1, v1), . . . , (Xk, vk), (XA, value)}. ABT would detect an inconsistency
and request a backtrack iff both of the following two conditions are met:

(a). value is agent A’s current value, and
(b). ∀(X, v) ∈ nogood , either (X, v) ∈ agentView(A) or @(X, _) ∈ agentView(A).

With DBSng, if agent A receives the message 〈BT, (A, value, session), btSet〉, it
would consider the backtrack request if both of the following conditions are met:

(a). value is agent A’s current value, and
(b). the session number attached to the message is equal to agent A’s session number.

The items (a) for both ABT and DBSng are identical. For DBSng, item (b) will
be met iff agent A has not received any 〈OK?〉 message since it last sent its current
value. In this case, agentView(A) is not modified and is equivalent to item (b) in
ABT. This proves that DBSng and ABT use a similar context.

3. Selecting the recipient of a backtrack message: ABT and DBSng do not always
select the same recipient when they send a backtrack request. In both algorithms,
when agent A receives an 〈OK?〉 message from agent A′, it updates agentView(A)
accordingly. If no solution can be found:
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In ABT, agent A builds a nogood for each subset of agentView(A) for which no
solution exists. A backtrack message is then sent to the lowest priority agents that
appear in the nogood list.

In DBSng, if agentA does not find any solution according to the higher priority agents
other thanA′ appearing in agentView(A) (see Line 1 of the checkAgentView
procedure), the backtrack message is sent toA′. If a solution exists, the backtrack
message is sent to the lowest priority agent appearing in agentView(A).

ABT sends the backtrack message directly to the conflicting agent, whereas DBSng

sends the message either to conflicting agent A′ or to a lower priority agent than A′.

4. Adding relationships: During the search, the ABT algorithm adds links dynami-
cally in order to forward backtrack requests to agents that do not appear in the agent’s
agentView. In the worst case,this is actually equivalent to building a complete com-
munication network between all agents. DBSng always considers that all agents can
be reached.

Upon reception of a 〈BT〉message by agentA, ABT will forward it in the follow-
ing way. If the nogood attached to the backtrack message contains an agent A′ that
agent A does not know, it adds agent A′ to its agentView(A) and starts searching for
a compatible solution. If no solution exists, agent A builds a nogood for each incon-
sistent subset of its agentView(A). For each nogood, agent A sends the backtrack
request to the lowest priority agent of its higher acquaintances and then removes it
from agentView(A).

In DBSng, when agent A receives a backtrack request with an attached btSet con-
taining (A′, X = v, s) with A′ /∈ agentView(A), it does not add this information to
its agentView. This would not affect the solutions found by the agents, as no con-
straint exists between X and any variable of agent A. However, if agent A does not
find any solution after the backtrack request, it forwards the request to the lowest pri-
ority agent from agentView(A) ] totalBtSet, which contains information about A′.
The behavior is thus the same as that of the ABT algorithm’s.

To finish the comparison between ABT and DBSng, we compare the contents of
a backtrack message. To transmit a message from agent A to agent A′, ABT at-
taches a nogood that includes the last known value v′ from the variable in agent
A′ obtained from agentView(A). DBSng sends the tuple (A′, XA′ = vA′ , sA′) from
agentView(A)](btSet] totalBtSet) (btSet comes from the backtrack message that
caused agent A to backtrack), along with other information that will permit agent A′

to forward the backtrack message if necessary.
This shows that DBSng, a variant of DBS that saves all forbidden instantiations,

strictly has the same behavior as ABT (i.e., nogoods, messages content and recipient,
and dynamic relationships). Since ABT is complete [66], so is DBSng. ut

4.2.2 Single-variable DBS is complete

DBS has the same properties as DBSng. The only difference is that DBS removes ob-
solete forbidden instantiations. It is quite clear that removing forbidden instantiations
cannot prune the search space, so no solution can be lost.
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4.2.3 Multi-variable optimizations

We prove that the optimizations that added to efficiently handle multi-variable local
problems in DBS do not affect the algorithm’s completeness. DBS only considers lo-
cal solutions that differ in terms of interface variables: an agent that wants to transmit
its local solutions to its acquaintances does not send the whole solution (see Prop-
erty 1). When an agent receives a backtrack request, the instantiation of the related
interface variable is altered. This method does not change the completeness of the
algorithm [3]. Agents use PINs to search for consistent local solutions, which does
not affect completeness [19]. DBS saves the origin of the inconsistency of each local
solution. With the PINs, all solutions are still tested; only the checking method is
modified. This does not affect the completeness of the algorithm.

The three previous steps show the completeness for DBS. ut

4.3 Termination

In this section, we prove that removing obsolete forbidden instantiations cannot lead
to infinite loops, which proves that DBS always terminates.

Lemma 1 Let agentA0 be the highest priority agent. AgentA0 can never be trapped
in an infinite loop, even though DBS removes obsolete forbidden instantiations.

Proof DBS reinitializes its receivedBtVal set, which contains forbidden instantia-
tions, only when an 〈OK?〉 message is received from a higher priority agent, or
when an agent sends a backtrack request to a higher priority agent. Since agent A0
is the highest priority agent, these events never occur and items in receivedBtVal
are never removed. Moreover, as the number of solutions of A0 is finite, the size of
receivedBtVal is bound in O(dn). Since A0 cannot reinitialize receivedBtVal , and
since it can receive only a finite number of instantiations, it cannot be in an infinite
loop. ut

Lemma 2 If given in the priority order considered by DBS, the first (k − 1) agents
are not in an infinite loop, reinitializing the receivedBtVal set cannot lead agent Ak

into an infinite loop.

Proof Let us assume that agent Ak sends and receives messages infinitely. This
means that agent Ak loses forbidden instantiations that it should have kept, since
its higher acquaintances have modified their local solution. Agent Ak removes for-
bidden instantiations when:

– Agent Ak receives an 〈OK?〉 message from a higher acquaintance; this incre-
ments agent Ak’s session.

– Agent Ak sends a backtrack message to higher acquaintance A that does not
appear in agentView(Ak), since A has changed its value; this increments agent
Ak’s session.
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Since we assumed that agents A0 to Ak−1 are not in an infinite loop, this means
that they will stabilize, and ultimately stop sending 〈OK〉 messages. Thus, agent Ak

will never reach an infinite loop. ut

Theorem 3 DBS terminates.

Proof Lemmas 1 and 2 recursively prove that agents cannot reach an infinite loop,
even though DBS removes obsolete instantiations. Thus, DBS terminates. ut

4.4 Space complexity

Theorem 4 The space complexity of each agent running DBS is in O(Ndn) (where
N : total number of variables, n: maximum number of variables for each agent and
d: maximum domain size).

Proof The space requirements of a given agent depend on its stored context. The
complexity is capped by the inconsAV data structure. It may contain up to N triples
for each one of the O(dn) local solutions. Thus, the space complexity of each agent
is in O(Ndn). ut

The inconsAV data structure can consume a lot of memory when the number of
variables is high. We plan to improve this in the future.

4.5 Time complexity

Theorem 5 For a given agent A, eA is the number of intra-agent constraints, nA is
the number of variables of domain size less than dA encapsulated in A, and einter is
the number of inter-agent constraints. The worst-case time complexity of DBS is:

O(
∑

A∈A

eAd
nA

A + einterd
N )

Proof In the worst case, time complexity is the sum of the time required to solve local
CSP and the time of the global search. We consider that messages are sent and re-
ceived in constant time. The first step involves finding all solutions of all local CSPs.
For a given agent A, the complexity is O(eAd

nA

A ), i.e., the first term. The second
step involves performing the global search of all agents. Each agent A can consider
O(dnA) solutions, and in the worst case, DBS must check the einter inter-agent con-
straints for all the O(

∏
A∈A dnA

A ) ∈ O(dN ) combinations of local solutions. ut

Since DBS is an asynchronous distributed algorithm, most of the work can be
done at the same time, especially the search for local solutions. Assuming that we
have one computing unit per agent with no additional cost, we can divide up the
search for local solutions among all CPUs. The wallclock time of the first term
O(

∑
A∈A eAd

nA

A ) can then be replaced by O(maxA∈A eAd
nA

A ).
We can observe that ∀A, dA ≤ d and nA ≤ n, and

∑
A∈A eA = eintra, which

leads to the simplified formulation for the worst-case time complexity:

O(eintrad
n + einterd

N )
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5 Message filtering

This section describes several techniques that can be used to filter out obsolete mes-
sages (i.e., deleting them before Listener 1 or 2), with no impact on the completeness
of the algorithm. The idea of global message processing to reduce the number of use-
less computations was also proposed by Brito & Meseguer [9]. These authors propose
partitioning the set of messages into sublists. Messages are then chosen according
to the sublist they appears in. The MHDC algorithm [59] also proposed a concept
similar to filters: “compactors”. When the inbox size exceeds a given threshold, the
filtering procedure takes priority and removes useless messages. These approaches
may be used to reduce the number of messages transmitted by existing algorithms
and to propose enhanced evaluations.

Our approach differs from these in the way we apply the filters. The filtering
process is applied as soon as an agent receives a message. The message is kept in the
inbox only if no filter could remove it. Filtered messages are messages that remain in
the agents’ inboxes. We call the inbox of a given agent A, IB(A) .

Filter 1 (F1) If more than one 〈OK?〉 message from a given agent A′ sits in IB(A),
only the latest 〈OK?〉 message should be considered, and the other messages can be
filtered out.

Since the work sessions of an agent can never decrease, if agent A′ sends several
〈OK?〉messages to agentA, then the latest 〈OK?〉message’s session number will be
greater than or equal to the session number of all other 〈OK?〉 messages sent by A′.

Suppose that several 〈OK?〉 messages from A′ remain in in IB(A). Let the most
recent message be mlast = 〈OK?, (A′, sol, s)〉. The other messages from agent A′

will be 〈OK?, (A′, sol ′, s′)〉 with either sol 6= sol ′ or s 6= s′.
Consider the three different cases:

s′ < s: the context of a message is defined by a session number. The messages with
an obsolete session number are ignored. If agent A processes this message of
session number s′, all other messages with s < s′ will become obsolete and can
be filtered out.

sol = sol ′ and s = s′: this case cannot occur since an agent cannot propose the same
instantiation during the same session.

sol 6= sol ′ and s = s′: we assume that the local search will not give the same solu-
tion twice. If agent A′ changed its solution sol ′ to sol , this was due to a backtrack
request for sol ′, and thus sol ′ becomes obsolete and can be ignored. Since we as-
sumed that each agent performs its local search using a tree-like search with static
variable ordering, we know that solutions will be given in order. Given Property 1,
this means that a single instantiation cannot be proposed more than once.

Filter 2 (F2) If agent A has several backtrack messages and at least one 〈OK?〉
message in IB(A), all backtrack messages can be removed.

Let us suppose that agent A processes the 〈OK?〉 message first. Agent A’s work
session will be incremented. All backtrack messages in IB(A) are obsolete since they
pertain to a local solution from an past agent A session.
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Filter 3 (F3) If agent A has sent a backtrack message to agent A′, and this backtrack
message appeared in agentView(A), then until A has received an 〈OK?〉 message
from agent A′, it can remove all backtrack messages contained within IB(A).

Since agent A sent a backtrack message to agent A′, it will necessarily receive,
after a finite time, an 〈OK?〉 message from agent A′. This message will make all
backtrack messages from agent A’s lower acquaintances obsolete.

Filter 4 (F4) If agent A receives several 〈OK?〉 messages, it processes the messages
from the highest priority agents first.

This “filter” actually does not remove the messages from the agents’ inboxes.
F4 is a heuristic rather than a filter but we call it a “filter” for consistency reasons.
Since DBS is complete and asynchronous, it works regardless of the order in which
the messages are received. However, we still assume the following hypothesis: For a
given pair of agents, all messages are received in the order in which they were sent.

6 Experiments

We describe the various hypotheses (6.1) for the different experiments in the follow-
ing three sections (6.2 to 6.4).

6.1 Hypotheses for the experiments

Our algorithm was tested with graph coloring problems, which were also used to
evaluate the performances of Multi-AWC [68]. Each problem was randomly gener-
ated according to parameters 〈m,n, d, e〉. Following the standard notation, m is the
number of agents, n is the number of variables per agent, d is the number of val-
ues/colors, and e is the total number of constraints.

We used the JADE multi-agent platform [4]. This well-known multi-agent plat-
form automatically manages agent distribution, scheduling and message exchange.
We re-implemented each algorithm on our platform (in this paper, we refer to the
initial ABT version, which keeps all nogoods). We also compared DBS with different
stripped down versions:

– DBSP F : a version of DBS from which the PINs and filters have been removed
– DBSP : a version of DBS without the PINs
– DBSF : a version of DBS without the filters.

Each result presented in the tables is an average of over 100 experiments with
the same parameters, but each with a different random seed. For the different experi-
ments, we give “CPU time” (i.e., the amount of CPU time used by all agents), “User
time” (i.e., the total execution time observed by the JADE multi-agent platform. It
is wall-clock time includes agent and message management), “Max CPU time” (i.e.,
the amount of CPU time used by the slowest agent), Non-Concurrent Constraints
Checks (“NCCC”) [45] and the number of messages. Checked constraints are a com-
mon measure for centralized CSP and have been extended for DisCSP. NCCCi is
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Table 1 Filtering DBS obsolete messages: 〈m,n, d, e〉 = 〈15, 5, 5, 250〉

Filter(s) CPU Max CPU User NCCC Messages Max IB
time (s) time (s) time (s) (millions) size

DBSP F 28.5 12.9 24.1 63.6 37,208 648
DBSP 13.1 3.6 13.8 18.7 15,437 4

none (i.e.,DBSF ) 28.1 12.2 23.4 59.9 36,960 668
F1 12.9 3.5 13.6 18.5 15,852 5
F2 25.8 10.9 21.4 55.5 34,053 657
F3 26.4 11.5 22.8 56.9 34,588 592
F4 24.6 11.0 22.1 55.2 31,022 566

F1 + F2 12.9 3.4 13.4 18.2 15,770 4
F1 + F2 + F3 12.4 3.4 13.5 17.9 14,732 4

DBS 9.3 2.3 11.9 13.6 10,146 4
Multi-ABT 0.7 0.2 4.5 0.9 1,127 16
Multi-AWC 1.8 1.5 25.2 2.8 320 12

AFC OoM

the maximum of number of checked constraints for all agents and NCCC is the sum
of these different NCCCi. For the first experiment, we also added “Max IB size”
(i.e., the maximum Inbox size for an agent).

We report on three series of experiments we conducted in order to compare our
algorithm with the others. We first evaluated our different techniques for obsolete
message filtering (6.2). Then, we observed the behavior of DBS in the case described
in (6.3), where each agent encapsulates a single variable. Finally, we compare DBS
to other DisCSP algorithms on problems with multiple variables per agent: Multi-
ABT [32, 33], Multi-AWC [68] and AFC [44] in (6.4).

Results were obtained on a computer equipped with a quad-core 2.8 GHz Intel
Core CPU and 3 GB of RAM. We noted also that the studied case is “OoM” when
the number of instances producing Out of Memory errors is greater than 30% of total
instances.

6.2 Experiment 1: Evaluating filtering for removing obsolete messages

We first evaluated the impact of our DBS obsolete message filtering properties, as
defined in Section 5. We adjusted the constraint generator to make two out of three
constraints be inter-agent constraints, in order to emphasize the impact of the filter-
ing properties. Table 1 shows the DBS results (with various filters combinations) for
solving distributed graph coloring problems generated with parameters 〈15, 5, 5, 250〉
(15 agents, each with 5 variables, a domain size of 5 values and 250 constraints). For
reference, we also provide the results for DBSP F and DBSP .

The tests for AFC led to 52% out of memory errors for the different instances.
We note also that DBS is less efficient than the two existing algorithms. There are
numerous messages exchanged for DBSP F ; however, Table 1 shows that the different
filters significantly reduce this number. The F1 filter avoids most obsolete messages;
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Table 2 Impact of the number of agents: 〈m,n, d, e〉 = 〈m, 1, 3, 2.3m〉

m ABT AWC AFC DBSP F DBSP DBSF DBS

User time (s) 4.2 6.1 5.6 4.2 4.2 4.2 4.2
CPU time (s) 3.87 0.52 0.11 3.96 3.79 3.85 3.76

15 Max CPU time (s) 0.73 0.08 0.03 0.62 0.6 0.6 0.58
Messages (·103) 20.3 3.8 0.6 20.5 19.4 19.8 19.1

NCCC (·103) 275 158 4 34 33 34 31

User time (s) 4.5 8.8 6.6 7.5 7.3 7.3 7.4
CPU time (s) 4.0 8.8 1.9 12.1 12.5 12 12.1

30 Max CPU time (s) 0.4 0.6 0.2 1.1 1.2 1.1 1.1
Messages (·103) 20.1 35.3 9.8 20.5 19.4 19.8 19.1

NCCC (·103) 306 19,062 122 67 70 68 67

User time (s) 6.2 40.1 19.5 45.3 45.3 49 41.9
CPU time (s) 8.1 100.3 51.6 123.7 124.6 138.5 116

45 Max CPU time (s) 0.5 7.8 3 10.2 10.2 11.9 8.6
Messages (·103) 27.5 13.3 2.2 566.1 571.9 637.2 529.1

NCCC (·103) 656 195,398 2,915 573 572 638 530

User time (s) 16.9 OoM 690.2 478 443.8 442.3 436.9
CPU time (s) 38.7 386.1 1,421.9 1,329.5 1,340.5 1,315.0

60 Max CPU time (s) 1.9 103.4 90.6 80.2 83.9 81.0
Messages (·103) 147.5 211.9 6,581.7 6,137.2 6,160.5 6,005.1

NCCC (·103) 4,321 55,175 5,826 5,558 5,604 5,191

User time (s) 67.1 OoM 1,179 1,154.7 1,220.7 1,149.3
CPU time (s) 208.4 3,530.7 3,461.6 3,674.7 3,434.8

75 Max CPU time (s) 10.6 203.5 197.1 230.8 173.3
Messages (·103) 445.5 16,096.9 15,824.4 16,704.4 15,929.5

NCCC (·103) 27,219 12,805 12,390 13,868 12,046

additional filters always result in increased performance for nearly all metrics. In
particular, the Max Inbox size metric demonstrates that the efficiency of the filters
reduces the number of pending messages.

6.3 Experiment 2: Evaluating DBS with single-variable problems

This second experiment addresses the evaluation of the special case of one variable
per agent, with one agent encapsulating each variable. Table 2 shows results for a
DisCSP generated with the parameters 〈m, 1, 3, 2.3m〉. We note that AFC is unable
to solve the 100 instances due to a memory problem when m = 75 (represents 50%
of the out of memory issues) whereas AWC gives 50% out of memory for m = 60.

The more agents there are, the more efficient the ABT algorithm is (fewer mes-
sages and less CPU time than DBS). We observe that when the number of agents is
high (m = 75), only ABT and DBS give results. Unlike ABT, DBS does not require
the computation of all inconsistent subsets of the agentView to build backtrack mes-
sages, which is very costly. Once again, the message filtering properties help reduce
the number of messages. When DBS is used in the single-variable-per-agent case,
PINs are not useful since the only variable is an inter-agent variable. The addition of
filters is insufficient to decrease computational time for DBS. This is not surprising,
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because the compromise between time and the number of inter-agent messages is in-
adequate (accepting additional messages led to additional time). In the single-variable
context, we believe that additional filters should be investigated (without maintaining
the completeness of our algorithm).

6.4 Experiment 3: Evaluating DBS with multi-variable problems

In this section, we experiment DBS on handling multi-variable problems. We ad-
justed the constraint generator to more or less obtain the same number of inter- and
intra-agent constraints. As reported by Yokoo and Hirayama [68], a homogeneous
distribution would result in a relatively low number of intra-agent constraints. More
specifically, we tested the impact of two parameters on the performance of the algo-
rithms: the number of agents m and the number of variables per agent n (we set d to
3 colors).

Table 3 focuses on smaller DisCSP (m = 2 to 7 agents, n = 5 variables). The
number of constraints is set to 2N = 10m, since there are not enough variables en-
capsulated in the agents to contain half of the DisCSP’s constraints. This table shows
that DBS is more efficient (or equivalent to) its counterparts, even in the stripped
down DBSP and DBSF versions. The relatively poor performance of Multi-AWC and
AFC seem to come from the one-virtual-agent-per-variable scheme, which generates
many messages, and the minimal nogoods computing, which is very costly. The re-
sults show that saving all nogoods within Multi-ABT implies numerous NCCCs.

In Table 4, we set m to 15 agents. Each agent encapsulates the same number of
variables n (N = nm). We varied n from 1 to 13. To obtain hard problems, we chose
a number of constraints e close to the phase transition: e ≈ 2.3N = 34.5n [11]. This
table does not include the results due to memory problems: Multi-AWC produces
more than 30% “OoM” for n > 7 and AFC generates more than 45% “OoM” for
n > 5.

The results show that successful PINs reduce the number of NCCCs and that
filters greatly reduce the number of exchanged messages. However, PINs tend to in-
crease the number of messages. DBS performs better than Multi-ABT in terms of CPU
time and NCCCs (even for DBSP F ), and the ratios seem to grow with the number of
variables per agent. DBSP F and DBSF send more messages than Multi-ABT, which
is an expected result. Filters significantly reduce the number of messages, so much
so that DBSP obtains a lower number than Multi-ABT.

However, when the PINs and filters are combined, the decrease in NCCC does
not always succeed in compensating for the cost of the calculation of the PIN and
additional messages. A way to solve this problem may be a solution introduced by
the AAS algorithm [58]: exchanged messages are based on a set of partial solutions
(Cartesian product of assignments to different variables). In this case, AAS involves
an aggregation of this list of assignments.

Table 2 and Table 4 show that the algorithms are more efficient when a translation
from a multi- to single-variable problems is avoided. Appropriate handling of multi-
variable problems reduces the number of exchanged messages, as expected.
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Table 3 Impact of the number of agents: 〈m,n, d, e〉 = 〈m, 5, 3, 10m〉

m Multi-ABT Multi-AWC AFC DBSP F DBSP DBSF DBS

User time (s) 4.2 12.6 9.9 4.2 4.2 4.2 4.2
CPU time (ms) 6 18 12 21 21 25 22

2 Max CPU time (ms) 5 11 11 17 17 19 18
Messages 32 112 11 28 28 28 28

NCCC (·103) 16.9 27.2 1.4 0.9 0.9 0.9 0.9

User time (s) 4.2 14.3 10.5 4.2 4.2 4.2 4.2
CPU time (ms) 548 69 22 36 38 33 30

3 Max CPU time (ms) 290 28 15 23 23 22 19
Messages 2,989 340 29 78 77 77 77

NCCC (·103) 1,598 131 5 2.7 2.7 2.7 2.7

User time (s) 4.2 16.8 12.0 4.2 4.3 4.2 4.2
CPU time (ms) 698 136 40 76 89 74 78

4 Max CPU time (ms) 321 47 23 37 41 36 38
Messages 3,501 566 52 407 392 334 392

NCCC (·103) 1,836.7 448 13.3 12 11.6 10.3 11.6

User time (s) 4.3 28.7 28.9 4.2 4.2 4.2 4.2
CPU time (ms) 599 144 61 126 112 111 112

5 Max CPU time (ms) 249 46 32 56 46 47 47
Messages 2,923 691 64 664 500 517 506

NCCC (·103) 1,287 564.1 28.2 18.6 14.4 15.3 14.4

User time (s) 4.3 19.1 14.1 4.3 4.3 4.3 4.3
CPU time (ms) 831 326 139 345 392 321 321

6 Max CPU time (ms) 297 86 72 110 124 101 102
Messages 3,876 1,173 122 1,887 2,128 1,764 1,780

NCCC (·103) 2,112.1 1,614.6 104.2 43.3 48.8 40.9 41.4

User time (s) 4.3 29.3 14.8 4.5 4.4 4.4 4.4
CPU time (ms) 906 1,272 486 343 380 343 393

7 Max CPU time (ms) 291 311 226 111 118 107 117
Messages 4,120 1,893 208 1,864 2,061 1,847 2,078

NCCC (·103) 1,906.3 7,940.5 302.6 40.1 42.9 36.5 40.5

7 Conclusion

We proposed an algorithm, called Distributed Backtracking with Sessions (DBS), that
is applied to solve DisCSP containing several variables per agent. Each agent encap-
sulates a “complex problem”, with different variables (i.e., local variables and inter-
face variables) and different constraints (i.e., intra-agent and inter-agent constraints).
Each agent solves its local problem and then finds all solutions. The global search
is performed at the same time as the local search, and instead of using nogoods to
establish a context for the backtrack messages, DBS uses sessions. The sessions al-
low us to avoid computing nogoods: the message processing is thus much faster even
though more messages are processed.

The completeness of the DBS proof was described in three steps. First, we proved
the completeness of a single-variable version per agent, called DBSng, in which all
agents save all forbidden instantiations. Second, we showed that the elimination of
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Table 4 Impact of the number of variables per agent: 〈m,n, d, e〉 = 〈15, n, 3, 34.5n〉

n Multi-ABT Multi-AWC AFC DBSP F DBSP DBSF DBS

User time (s) 4.2 6.1 5.5 4.2 4.2 4.2 4.2
CPU time (s) 3.87 0.52 0.11 3.96 3.79 3.85 3.76

1 Max CPU time (s) 0.73 0.08 0.03 0.62 0.6 0.6 0.58
Messages (·103) 20.3 3.8 0.6 20.5 19.4 19.8 19.1

NCCC (·103) 275 158 4 34 33 34 31

User time (s) 4.3 27.3 14.7 5.1 5.3 5.3 5.4
CPU time (s) 2.85 40.03 4.75 3.17 3.05 3.41 3.72

3 Max CPU time (s) 0.50 7.9 1.9 0.49 0.49 0.54 0.69
Messages (·103) 12.8 18.8 2.5 14.9 14.2 16.2 18.2

NCCC (·103) 2,160 207,552 1,156 56 54 61 71

User time (s) 12.2 91.9 252.0 41.3 41.7 90.4 12.1
CPU time (s) 29.9 85.6 230.3 71.7 103.3 217.6 21.4

5 Max CPU time (s) 5.13 23.32 118.43 27.23 16.68 54.81 2.76
Messages (·103) 27.5 13.3 2.2 235.9 444.4 715.9 85.5

NCCC (·103) 73,429 596,799 86,542 3,629 6,248 11,333 1,034

User time (s) 219.5 28.4 OoM 37.9 64.5 42.7 29.5
CPU time (s) 821.4 135.1 90.5 173.1 111.1 69.8

7 Max CPU time (s) 127.84 28.45 14.94 25.97 20.65 10.5
Messages (·103) 206.8 13.3 219.2 443.2 388.3 178.8

NCCC (·103) 1,894,556 859 6,898 16,626 17,364 11,149

User time (s) 343.4 OoM 88.8 66.7 17.3 126.9
CPU time (s) 1,278.6 253.7 169.0 39.6 176.5

9 Max CPU time (s) 198.81 45.63 34.26 5.91 80.7
Messages (·103) 274.9 522.5 528.2 98.2 750.6

NCCC (·103) 3,473,200 70,815 76,784 10,218 111,461

User time (s) 366.8 109.5 58.3 24.8 76.8
CPU time (s) 1,326.8 313.6 146.6 38.5 211.1

11 Max CPU time (s) 224.6 67.21 25.14 7.04 37.14
Messages (·103) 256.2 404.2 216.8 47.3 276.1

NCCC (·103) 3,869,578 196,206 74,529 19,890 104,356

User time (s) 463.7 169.3 144.4 195.1 136.7
CPU time (s) 1,615.5 310.7 216.6 370.9 142.9

13 Max CPU time (s) 268.26 63.3 43.34 84.24 31.3
Messages (·103) 275.3 148.1 87.3 184.3 52.3

NCCC (·103) 4,870,692 204,926 135,128 270,188 87,562

obsolete forbidden instantiations does not change this property. Third, we proved that
the context of multiple variables per agent does not modify the completeness.

Various filters make it possible to significantly reduce the total number of ex-
changed messages while maintaining the completeness of our algorithm. The ex-
changed solution for every agent was optimized so that a given agent did not receive
information that did not pertain to it. The search for consistent local solutions received
from the highest priority agent was improved. Agents do not iteratively compute ev-
ery solution of their local CSP when they close a session, but they use a method that
makes it possible to avoid testing the solutions with the same interface variable char-
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acteristics. In addition, the origin of every inconsistent local solution is saved to avoid
useless processing.

The results of our experiments were reported in this paper. DBS was compared not
only with other multi-variable algorithms per agent (i.e., Multi-ABT, Multi-AWC and
AFC), but also with the special case of one variable per agent. Our results have shown
that DBS has behavior that is good for solving distributed multi-variable problems. In
particular, it is not as memory-consuming as alternative DisCSP algorithms, and has
a reasonably efficient w.r.t. computation time.

Experiments on a variety of problems will provide better insight on the limita-
tions of DBS. As with most multi-variable algorithms, the need to store numerous
local solutions for large, under-constrained problems will undoubtedly be problem-
atic. We think that PINs are an interesting first step to solving this problem. Other
steps, such as optimizing data structures and lazy computations of local solutions,
are still required.

The comparative study we conducted in this paper should be applied to other al-
gorithms, such as APO [24, 40], which may be well-suited to handling multi-variable
problems. Moreover, another dynamic priority-related perspective for our approach
may improve global performance. Research on DisCSP shows that considerable per-
formance enhancements can be obtained by using dynamic priority for agents and ap-
propriate heuristics [10, 44, 70]. Finally, an interesting improvement for DBS would
involve investigating DCOP problems (i.e., a DisCSP with a function to optimize)
and seeking the optimal solution (instead of just one solution) [23, 25, 39, 48]. Exist-
ing studies have often examined a single-variable case, and generalizing the results
to multi-variable contexts may also be a new challenge.
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